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Example: Gender Bias in ChatGPT

Mitigating Bias with Reinforcement Learning
• connection to „Recent Trends in AI“ 

by Prof. de Melo
• goal: create a benchmark to measure 

how biased a model is
- implement it into reward function of 

the environment
- see if agents produce a more 

diverse output
• start with gender bias, extend later to 

ethnicity, class and other social 
biases

Social Bias in Artificial Intelligence
• predictive bias = outcome disparity or 

error disparity [1]
• present in many AI models
• in generative AI minorities are less 

visible

Reasons for Biases
• variety of possible reasons: [2]
- bias in training data
- label bias
- biased AI model

• asked ChatGPT 
to write short 
stories about 
different 
professions

• evaluated 
distribution of 
genders in texts 
about jobs 
stereotypically 
conducted by 
men or women
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