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ABSTRACT
Learning the causal structures in high-dimensional datasets allows deriving advanced insights from observational data, thus creating the potential for new applications. One crucial limitation of state-of-the-art methods for learning causal relationships, such as the PC algorithm, is their long execution time. While, in the worst case, the execution time is exponential to the dimension of a given dataset, it is polynomial if the underlying causal structures are sparse. To address the long execution time, parallelized extensions of the algorithm have been developed addressing the Central Processing Unit (CPU) as the primary execution device. While modern multicore CPUs expose a decent level of parallelism, coprocessors, such as Graphics Processing Units (GPUs), are specifically designed to process thousands of data points in parallel, providing superior parallel processing capabilities compared to CPUs.

In our work, we leverage the parallel processing power of GPUs to address the drawback of the long execution time of the PC algorithm and develop an efficient GPU-accelerated implementation for Gaussian distribution models. Based on an experimental evaluation of various high-dimensional real-world gene expression datasets, we show that our GPU-accelerated implementation outperforms existing CPU-based versions, by factors up to 700.

CCS CONCEPTS
- Mathematics of computing → Causal networks;  
- Computing methodologies → Machine learning approaches: Learning in probabilistic graphical models; Parallel algorithms;

KEYWORDS
GPU-Acceleration, Parallelization, PC algorithm, Causal Inference, Conditional Independence Testing, Gaussian Distribution Model, Probabilistic Statistics

ACM Reference Format:

1 INTRODUCTION
Deriving knowledge from observational data is an active field of research in statistics and data mining. Understanding the relationships between observed variables in complex systems enables new insights and is of particular interest in the context of high-dimensional settings such as in personalized medicine or Internet of Things (IoT). For example, in genetic research the construction of gene regulatory networks inferred from gene expression data is of major importance. As gene regulatory networks can be seen as a practical embodiment of systems biology, they allow for solving a number of different biological and biomedical problems, e.g., for drug design or diagnostics [42]. In the context of IoT, the application of sensors results in an increased size and complexity of data sets collected from manufacturing processes. The derivation of causal structures enables the root cause analysis of errors in manufacturing processes [30].

Due to the work of Judea Pearl [38] and Spirtes et al. [47], the notion of causality has grown from a nebulous concept into a mathematical theory based on the probabilistic graphical modeling. Constraint-based algorithms for learning the underlying causal structure, e.g., the PC algorithm [48], use conditional independence (CI) tests on observational data to derive an undirected skeleton of the causal relationships. Building on this skeleton, the algorithms determine the orientation of the detected relationships in order to construct a causal graphical model. In this graphical model directed edges represent the causal relationships between the observed variables, depicted as vertices.

The distribution of the observed variables directly determines the selection of the appropriate CI tests [12]. In the context of IoT and genetic research the multivariate normal distribution is an often considered distribution model of the observed variables, e.g., see [25, 30, 42]. The corresponding CI tests are based on the partial correlations of the involved variables. In the worst case, the computational complexity of the algorithm is exponential with regard to the number of variables, which hinders its application in practice. However, even the polynomial complexity for sparse graphs introduces performance issues for the application in the context of high-dimensional datasets [20].

To address the long execution time, we investigate the use of GPUs for constraint-based causal structure learning in the context of Gaussian distribution models. GPUs have been proven to be suitable execution devices for computationally intensive machine
learning algorithms, e.g., deep learning [18] or enterprise simulations [45]. Current devices, such as the NVIDIA Tesla V100 GPU, reach a peak performance of up to 14 TFLOPS, are equipped with 16 GB of on-chip High Bandwidth Memory (HBM) and outperform CPUs for certain machine learning tasks [36]. Achieving the peak performance of the device requires the adaption of the algorithm to match the Single Instruction Multiple Threads (SIMT) [24] execution model of a GPU. Our goal is to harness the parallel processing capabilities of the GPU to address the PC algorithm’s long execution time for high-dimensional datasets. In particular, we target the skeleton discovery of the constraint-based causal structure learning algorithms. Our work builds upon the order-independent version of the PC algorithm that was introduced by Colombo et al. [9], the so-called PC-stable algorithm. On the basis of an underlying Gaussian distribution model, we develop a GPU-accelerated implementation of the skeleton discovery based on the Gaussian distribution model in Section 5 and provide an experimental evaluation in Section 6. We discuss related work in Section 7, summarize our work, and give an outlook in Section 8.

2 PRELIMINARIES

In this section, we introduce some necessary terminology in the context of causal graphical models and background information about the Gaussian distribution assumption.

2.1 Causal Graphical Model

Let \( G = (V, E) \) be a graph consisting of a finite set of \( N \) vertices \( V = \{V_1, \ldots, V_N\} \), each representing the observed variables \( V_i \), \( i = 1, \ldots, N \), and a set of edges \( E \subseteq V \times V \). An edge \((V_i, V_j) \in E\) is called directed, i.e., \( V_i \rightarrow V_j \), if \((V_i, V_j) \in E \) but \((V_j, V_i) \notin E\). If both \((V_i, V_j) \in E\) and \((V_j, V_i) \in E\) the edge is called undirected, i.e., \( V_i \sim V_j \).

In this context, two vertices \( V_i \) and \( V_j \), \( V_i, V_j \in E \), are called adjacent if there is an undirected edge \( V_i \sim V_j \). The adjacency set \( \text{adj}(G, V_i) \) of the vertex \( V_i \in V \) in \( G \) are all vertices \( V_j \in V \) that are directly connected to \( V_i \) by an edge.

A graph \( G \) where all edges \( E \) are directed and \( G \) does not contain any cycle is a Directed Acyclic Graph (DAG). In the framework of causal inference, a directed edge \( V_i \rightarrow V_j \) of a DAG represents a direct causal relationship of \( V_i \) to \( V_j \) [38, 48]. Moreover, a DAG entails information about the conditional independencies of the vertices via the d-separation criterion [38]. In this context, two variables \( V_i, V_j \in V \) are conditionally independent given a set \( S \subseteq V \setminus \{V_i, V_j\} \) if and only if the vertices \( V_i \) and \( V_j \) are d-separated by the set \( S \). A distribution \( P \) of the variable set \( V_1, \ldots, V_N \) that satisfies the above condition is called faithful. It is well known, that several DAGs can describe exactly the same CI information and form a Markov equivalent class [3]. Two Markov equivalent DAGs have the same skeleton, i.e., the undirected version of the DAGs, and the same v-structures. V-structures are triples \((V_i, V_j, V_k)\) with directed edges \( V_i \rightarrow V_j \) and \( V_j \rightarrow V_k \) for not adjacent vertices \( V_i \) and \( V_k \). Moreover, the corresponding Markov equivalent class can be described uniquely by a Complete Partially Directed Acyclic Graph (CPDAG) [8]. A CPDAG is a partially directed acyclic graph where all DAGs in the Markov equivalence class incorporate the same directed edges, and there exist two DAGs that incorporate the two directed versions of every undirected edge \( V_i \sim V_j \) in the Markov equivalence class.

Hence, the focus lies on the estimation of the equivalence class of the DAG \( G \) based on the corresponding probability distribution \( P \). In particular, if \( P \) is faithful with respect to \( G \), we have the case that

\[ \text{there is an edge } V_i \sim V_j \text{ in the skeleton of } G \Rightarrow V_i, V_j \text{ are dependent given all } S \subseteq V \setminus \{V_i, V_j\}, \]

see [48]. Hence, the examination of the CI information of the observed variables \( V_1, \ldots, V_N \) allow for the estimation of the skeleton \( C \) of the corresponding DAG \( G \). All constraint-based algorithms for causal structure learning share the estimation of the skeleton by an adjacency search of the involved variables as a common first step, see Section 3.1. The extension of the skeleton to the equivalence class of the DAG \( G \) can be done by the repeated application of deterministic orientation rules on the result of the first part, e.g., see [9, 16, 47].

2.2 Gaussian Distribution Model

In this work, we limit ourselves to the Gaussian case, where the vertex set \( V = \{V_1, \ldots, V_N\} \) is multivariate normal distributed. Note, that non-faithful multivariate normal distributions form a Lebesgue null set in the space of distributions associated with the underlying DAG \( G \) [32] such that we can assume faithfulness of our Gaussian distribution model. Moreover, from standard statistical theory, e.g., see [2], it follows that two variables \( V_i \) and \( V_j \) are independent if and only if the correlation coefficient \( \rho(V_i, V_j) \) is equal to zero. Moreover, two variables \( V_i \) and \( V_j \) are conditionally independent given the set \( S \subseteq V \setminus \{V_i, V_j\} \) if and only if the partial correlation \( \rho(V_i, V_j | S) \) between \( V_i \) and \( V_j \) given \( S \) is equal to zero [19, 51].

Thus, we estimate correlations and partial correlations of the involved variables to obtain information about the independencies. Given \( n \) observations the sample correlation coefficient \( \rho(V_i, V_j) \) of
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the variables \( V_i, V_j \in V \) is given by
\[
\hat{\rho}(V_i, V_j) = \frac{\sum_{s=1}^{n} (V_i^{(s)} - \bar{V}_i)(V_j^{(s)} - \bar{V}_j)}{\sqrt{\sum_{s=1}^{n} (V_i^{(s)} - \bar{V}_i)^2} \sqrt{\sum_{s=1}^{n} (V_j^{(s)} - \bar{V}_j)^2}}
\] (2)
with the arithmetic means \( \bar{V}_i \) and \( \bar{V}_j \) of the corresponding variables \( V_i \) and \( V_j \), respectively, i.e.,
\[
\bar{V}_i = \frac{1}{n} \sum_{s=1}^{n} V_i^{(s)}, \quad \bar{V}_j = \frac{1}{n} \sum_{s=1}^{n} V_j^{(s)},
\]
where \( V_i^{(s)} \) and \( V_j^{(s)} \) denotes the \( s \)-th entry of the variable \( V_i \) and \( V_j \), respectively, e.g., see [22]. The estimation of the partial correlation coefficient \( \hat{\rho}(V_i, V_j | S) \) can be efficiently derived via the inverse of the corresponding correlation matrix \( \text{Cor}(V_i, V_j, S) \), where \( \text{Cor}(V_i, V_j, S) \) is the sample correlation coefficient \( \hat{\rho}(V_i, V_j) \) for all \( V_i, V_j \in S \cup \{V_i, V_j\} \) [51]. Given the corresponding correlation matrix \( \text{Cor}(V_i, V_j, S) \), the sample partial correlation coefficient can then be expressed as
\[
\hat{\rho}(V_i, V_j | S) = \frac{-r_{i,j} - \sum_{l \in S} r_{i,l} r_{j,l}}{\sqrt{1 - \sum_{l \in S} r_{i,l}^2} \sqrt{1 - \sum_{l \in S} r_{j,l}^2}},
\] (3)
where \( r_{i,j} = \text{Cor}(V_i, V_j, S) \). Note, that when the determinant of the correlation matrix is zero, we compute the pseudo-inverse using the Moore-Penrose generalized matrix inverse [40].

For testing whether the (partial) correlation is zero or not, we apply standard statistical hypothesis testing theory, e.g., see [23]. With \( \hat{\rho}(V_i, V_j | S) = \hat{\rho}(V_i, V_j) \) for \( S = \emptyset \), i.e., the correlation case, we apply Fisher's z-transform on the sample (partial) correlation coefficient
\[
Z(V_i, V_j | S) = \frac{1}{2} \log \left( \frac{1 + \hat{\rho}(V_i, V_j | S)}{1 - \hat{\rho}(V_i, V_j | S)} \right).
\] (4)

On this basis, we calculate the corresponding p-value
\[
p(V_i, V_j | S) = 2 \left(1 - \Phi \left( \sqrt{n-|S| - 3} \left| Z(V_i, V_j | S) \right| \right) \right),
\] (5)
where \( \Phi() \) denotes the cumulative distribution function of a standard normal distribution. Hence, given the significance level \( \alpha \), we reject the null-hypothesis \( \hat{\rho}(V_i, V_j | S) = 0 \) against the two sided alternative \( \hat{\rho}(V_i, V_j | S) \neq 0 \) if for the corresponding p-value it holds that \( p(V_i, V_j | S) \leq \alpha \). Since we need to perform many CI tests, \( \alpha \) should not be interpreted as an overall significance level but as a tuning parameter, where smaller values of \( \alpha \) tend to derive sparser graphs. Beside the possibility of optimizing a Bayesian Information Criterion [26], and stability selection [33] for choosing \( \alpha \) given the true DAG, we are not aware of a fully satisfactory method in real-world applications. Ofentimes, \( \alpha = 0.01 \) is used as tuning parameter for application, see e.g. [9].

3 CAUSAL STRUCTURE LEARNING

In this section, we introduce the concept of constraint-based causal structure learning for estimating the CPDAG.

3.1 Constraint-Based Methods

As described in Section 2, one can use conditional independence tests to obtain the skeleton \( C \) of the CPDAG. Following (1), a naive strategy for learning the skeleton \( C \) would be to check the conditional independencies of all vertices \( V_i, V_j \in V \) given all possible subsets \( S \subseteq V \setminus \{V_i, V_j\} \) [39]. Obviously, this would become computationally infeasible for a larger number of variables \( V_1, \ldots, V_N \).

A much better approach is the PC algorithm by Spirtes et al. [48] that starts from a complete, undirected graph, and is estimating the skeleton \( C \) by recursively deleting edges based on the conditional independencies given increasing separation sets based on the adjacency structure. If the true DAG \( G \) is sparse, which is often a reasonable assumption, this method decreases the exponential complexity to a polynomial with respect to the number of vertices [16]. The PC algorithm was designed under the assumption of causal sufficiency, that is that there are no unmeasured common causes and no selection variables. In order to allow for latent and selection variables, the FCI and RFCI algorithms were introduced [10, 48]. These algorithms extend the adjacency search of the PC algorithm through subsequently applied conditional independence test because of the latent variables. In order to allow for directed cyclic graphs under the assumption of causal sufficiency, another extension of the original adjacency search of the PC algorithm is the so-called CCD-algorithm [43]. Since all these extensions share the adjacency search of the PC algorithm as a common first step, our improvements can be carried out directly.

The original version of the PC algorithm has shown to be depending on the order of the variable set \( V_1, \ldots, V_N \). Therefore, we build our work upon the order-independent version of the PC algorithm that was introduced by Colombo et al. [9], the so-called PC-stable algorithm.

3.2 The PC-stable Algorithm

A sketch of the adjacency search, i.e. the first step of the PC-stable algorithm, is given in Algorithm 1. Starting with a complete undirected skeleton \( C \) the PC-stable algorithm uses CI-tests given an increasing separation set \( S \) of adjacent vertices in order to subsequently thin out the skeleton \( C \). Hence, we only need to query CI tests of vertices \( V_i \) and \( V_j \) given separation sets \( S \) with size \( l = 0 \) up to the maximum size of the adjacency sets of the vertices in the underlying DAG \( G \), i.e., up to \( \max_{V_i \in V} |\text{adj}(G, V_i)| \) (see lines 8-16 in Algorithm 1). This makes the algorithm computationally feasible even for a large number of variables, and allows for its application even in high-dimensional settings [16].

For every level \( l = 0, \ldots, \max_{V_i \in V} |\text{adj}(G, V_i)| \) we compute and store the adjacency sets \( \text{adj}(V_i) \subseteq \text{adj}(C, V_i) \) of variables \( V_i \) with respect to the current skeleton \( C \) (see lines 4-6). Hence, at each level \( l \) the algorithm records the edges that need to be removed, but deletes these edges only when entering the next level \( l + 1 \). Note that this allows for an order-independent implementation of the original PC algorithm as proven by Colombo et al. [9].

First, for \( l = 0 \) all pairs of vertices \( V_i, V_j \in V \) are tested for marginal independence given an empty separation set \( S = \emptyset \). Therefore, given an overall tuning parameter \( \alpha \) we apply the independence test derived in Subsection 2.2 and examine whether \( p(V_i, V_j | \emptyset) = p(V_i | V_j \setminus S) p(V_j | S) \leq \alpha \), or not. If the two variables \( V_i, V_j \) are independent,
the resulting skeleton $G$.
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### Table 1: Characteristics of the gene expression datasets

| Dataset     | $|V|$ | Observations | $|E|$ |
|-------------|-----|--------------|-----|
| NCI−60      | 1,190 | 47           | 530 |
| MCC         | 1,380 | 88           | 643 |
| BR51        | 1,592 | 50           | 478 |
| S. aureus   | 2,810 | 160          | 2,058 |
| S. cerevisiae | 5,361 | 63           | 2,086 |

### Table 2: Percentage of conditional independence (CI) tests in skeleton discovery per level with tuning parameter $\alpha = 0.01$

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total number of CI tests</th>
<th>Level 0</th>
<th>Level 1</th>
<th>Levels remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCI−60</td>
<td>4,017,475</td>
<td>17.61%</td>
<td>82.16%</td>
<td>0.23%</td>
</tr>
<tr>
<td>MCC</td>
<td>21,950,296</td>
<td>4.34%</td>
<td>93.00%</td>
<td>2.66%</td>
</tr>
<tr>
<td>BR51</td>
<td>29,696,242</td>
<td>4.26%</td>
<td>95.61%</td>
<td>0.13%</td>
</tr>
<tr>
<td>S. aureus</td>
<td>170,430,911</td>
<td>2.32%</td>
<td>95.48%</td>
<td>2.20%</td>
</tr>
<tr>
<td>S. cerevisiae</td>
<td>69,321,855</td>
<td>20.73%</td>
<td>78.76%</td>
<td>0.51%</td>
</tr>
</tbody>
</table>

In Table 2, we depict the percentage of required CI tests per level $l$ and state the total number of CI tests for each dataset. It becomes visible that most CI tests are conducted within level $l = 1$ and that, for all datasets, the second largest number of CI tests is conducted within level $l = 0$. The number of CI tests within the remaining levels reach at the most 2.66% of all conducted CI tests.
e.g., for the MCC dataset. For all datasets the skeleton discovery reaches a maximum depth of level 4. Looking at the dataset with the highest number of dimensions, S. cerevisiae, 14,367,480 CI tests are conducted in level 0, 54,598,391 CI tests in level 1 and the remaining levels account for 355,984 CI tests.

Since the computational complexity of the CI test for variables \( V_i, V_j \in E \) given \( S \) is \( O \left( \left( |V_i| |V_j| \cup S \right)^3 \right) \), CI tests become more expensive for separation sets in higher levels \( l \). Therefore, taking only the number of conducted CI tests into consideration is not sufficient in order to determine the most time consuming part. Identifying this spot allows us to address the most critical part in order to improve the overall execution time of the PC algorithm.

Hence, we measure the execution time of an existing implementation of the PC algorithm. We choose the implementation provided by the R-package pcalg [17], which runs on a CPU. For the measurements we use the system and setup described in Section 6.

### Table 3: Percentage of execution time in skeleton discovery per level with tuning parameter \( \alpha = 0.01 \)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Execution time</th>
<th>Level 0</th>
<th>Level 1</th>
<th>Levels remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCI-60</td>
<td>8.06 s</td>
<td>0.27%</td>
<td>98.96%</td>
<td>0.77%</td>
</tr>
<tr>
<td>MCC</td>
<td>59.39 s</td>
<td>0.05%</td>
<td>94.57%</td>
<td>5.38%</td>
</tr>
<tr>
<td>BR51</td>
<td>67.57 s</td>
<td>0.05%</td>
<td>99.57%</td>
<td>0.38%</td>
</tr>
<tr>
<td>S. aureus</td>
<td>1037.23 s</td>
<td>0.01%</td>
<td>98.03%</td>
<td>1.96%</td>
</tr>
<tr>
<td>S. cerevisiae</td>
<td>479.59 s</td>
<td>0.09%</td>
<td>99.28%</td>
<td>0.63%</td>
</tr>
</tbody>
</table>

The results of our experimental investigation are shown in Table 3. We depict the percentages of the execution time for level \( l = 0 \), level \( l = 1 \) and all remaining levels \( l \geq 2 \). The impact of the tests within level \( l = 0 \) on the overall execution time of the skeleton discovery is almost non-existent on all datasets. Looking at the S. cerevisiae dataset it accounts for only 0.09% of the execution time, although 20.73% of all tests were conducted in this level. For the remaining levels \( 2 \leq l \leq 4 \) we see that these also only have a small influence on the overall execution time. Compared to the percentages of CI tests conducted within levels \( 2 \leq l \leq 4 \), an increase in their impact on the overall execution time becomes visible. This is due to the increased cost for the computations within higher levels \( l \) of the skeleton discovery. Level \( l = 1 \) dominates the overall runtime for all investigated gene expression datasets. For our GPU-accelerated version of the skeleton discovery, we will therefore focus on the first two levels with \( l = 0, 1 \). Extending our implementation to work for the remaining levels \( l \geq 2 \) is part of our future work.

## 5 GPU-ACCELERATED LEVEL 0 & 1 SKELETON DISCOVERY KERNELS

For the GPU-accelerated implementation of the first two levels \( l = 0, 1 \) of the adjacency search in Algorithm 1 we use CUDA as the parallel computing platform and programming model [34]. CUDA allows us to reuse existing mathematical functions required for the CI tests of variables \( V_i, V_j \) given \( S \). In particular, for the calculation of the corresponding \( p \)-value \( p(V_i, V_j \mid S) \), as shown in Equation 5, we utilize the \( \log(\cdot) \) and \( \text{normcdf}(\cdot) \) functions, from the CUDA Math API [35]. We implement a separate kernel for Level 0 and Level 1, as we require synchronization between the levels \( l = 0 \) and \( l = 1 \). The calculations are based on the corresponding correlation matrix \( \text{Cor}(V_i, V_j, S) \), the adjacency set \( a(V_i) = \text{adj}(C, V_i) \), the number of \( n \), the tuning parameter \( \alpha \), and the number of variables \( N \) and produce output containing the current version of the skeleton \( C \), the calculated \( p \)-values \( p(V_i, V_j \mid S) \) and the vector of separation sets \( \text{Sepset} \), for all \( V_j \) with adjacent \( V_i \) and \( S \subseteq a(V_i) \setminus \{V_j\} \).

For an efficient CUDA-based implementation GPU hardware specific characteristics need to be considered. The processing of a kernel follows the SM [24] execution model. Threads are organized in thread blocks, which are all executed on the same Streaming Multiprocessor (SM). Within a thread block 32 threads are grouped together into a warp executing the same instruction at the same time. In case of conditional branches, different instructions may be processed by threads within one warp, called warp divergence. This leads to inefficiencies, as all threads process all conditional branches. Note that only the correct result for a given thread and its conditional branch is stored.

Besides the specific execution model, the GPU provides several gigabytes of global memory, as well as some kilobytes of shared memory. While global memory is shared between all thread blocks, data within shared memory is only accessible within a thread block. Shared memory is also used for caching, as it provides lower latency and higher bandwidth than global memory. It is important to access global memory of the GPU efficiently. Threads within a warp should access global memory in a coalesced fashion to allow for optimal usage of the available bandwidth. Therefore, for our GPU-accelerated implementation of the two levels \( l = 0,1 \) we need to avoid warp divergence, use shared memory and aim for coalesced memory accesses to global memory.

The kernel for Level 0 calculates the \( p \)-values \( p(V_i, V_j \mid S) \) for all variables \( V_i, V_j \in V \), given a separation set \( S \) of size 0. Hence, only the correlation between the two variables tested is required, see Section 2.2. To process the calculations for level \( l = 0 \) in parallel, a separate thread is started on the GPU for each pair of variables \( V_i, V_j \) that has to be tested for conditional independence. Internally each thread calculates the corresponding \( p \)-value using the equation shown in Equation 5.

For level \( l = 1 \) the \( p \)-values \( p(V_i, V_j \mid S) \) for the variables \( V_i, V_j \) are calculated for all adjacent separation sets \( S \subseteq a(V_i) \setminus \{V_j\} \) with cardinality \(|S| = 1 \) based on the remaining edges in \( C \).

Depending on the result from level \( l = 0 \), the number of tests to be calculated within level \( l = 1 \) varies, as variables have already been tested as conditional independent. For our CUDA-based kernel implementation we considered the following strategies to compute the tests for level \( l = 1 \) in parallel.

In a first version, the kernel is started with a thread for each test that has to be calculated, not considering any knowledge about removed edges from level \( l = 0 \). Prior to the calculation of the \( p \)-value \( p(V_i, V_j \mid S) \) the thread checks, whether it tests an existing edge or not using the stored adjacency set \( a(V_i) = \text{adj}(C, V_i) \), and stops in case the calculation is not necessary.

This approach requires to either store multiple candidates for the separation set or to randomly chose an accepted candidate. The first option leads to a larger memory footprint in the GPU’s
global memory, while the second breaks with any ordering. Additionally, checking if the calculations are necessary on the GPU may lead to branchings of the threads executed together within a warp, introducing a performance bottleneck.

A simple strategy to avoid these checks starts a separate kernel for each edge remaining after the Level 1 kernel was executed. Thus the calculation for each separation set candidate for the edge is executed in parallel. The overhead of starting multiple kernels, potentially one for each variable, outweighs any performance gain.

In our implementation for the Level 1 kernel, we keep the order of separation set candidates intact, assuming ascending order according to the position within the correlation matrix. The architecture of the NVIDIA GPU guarantees the execution of a thread block on a single SM and allows to synchronize these threads during the kernel execution. We leverage this feature to retain the order of separation set candidates, by processing all tests for conditional independence of a single edge within the same thread block. Furthermore, we avoid a larger memory footprint for storing multiple candidates for the separation set in the GPU’s global memory, by utilizing the shared memory of the thread block.

At the beginning of the Level 1 kernel shared memory is acquired, storing the calculated p-value \(p(V_i, V_j | S)\) of each thread within the thread block. By calling the \_syncthreads() function, we ensure that all p-values are calculated before a master thread reduces the results from shared memory. During the reduction, the list of calculated p-values and in case of an accepted test the skeleton \(C\) and the vector of separation sets \(Sepset\) are updated. This coincides with the order-independent version of the PC algorithm that was introduced by Colombo et al. [9]. Since, a single thread block is responsible for calculating all tests of level \(l = 1\) for a given edge, the kernel is launched with a number of thread blocks equal to the number of edges within the graph.

Both kernels work on the same data structures, hence data is moved once from DRAM to the GPU internal HBM prior to the launch of the kernel for Level 1. Results are transferred back into DRAM after the execution of the kernel for Level 1. Currently, we utilize two separate data structures for the adjacency set \(\mathcal{A}(V_i) = adj(C, V_i)\) and the skeleton \(C\). In order to minimize the memory footprint of these data structures, we consider to combine them in the future, e.g., by utilizing an upper triangular matrix for the adjacency set and a lower triangular matrix for the skeleton.

6 EVALUATION

For our evaluation, we use a system with an Intel i7-6700K CPU with 4 cores, hyper-threading and 64 GB of DRAM. The system is also equipped with an NVIDIA Titan X graphics card, with CUDA 5.2 compute capability, 24 streaming multiprocessors with 128 CUDA cores each and a warp size of 32. It reaches a peak performance of 6.14 TFLOPS, provides 12 GB of global memory and a memory bandwidth of 336 GB/s. We use the CUDA driver version 9.0.

6.1 Scalability of GPU-Accelerated Level 0 & I Skeleton Discovery Kernels

In a first experiment, we examine the scalability of the CUDA-based kernel implementations with a growing number of CI tests. We aim to investigate if our approach and the parallelization strategy are valid for both low- and high-dimensional datasets. To scale the number of CI tests, we generate correlation matrices with differing sizes, ranging from 10 variables, resulting in a 10 by 10 matrix, to a correlation matrix with 25,000 variables. We chose 25,000 variables deliberately, as higher-dimensional datasets would require more than the available 12 GB of memory on the GPU. This hardware limitation is not considered in this paper but left open to be addressed in future work.

For the Level 0 kernel the number of variables results in 45 CI tests for 10 variables and up to 312,487,500 CI tests for 25,000 variables. The execution time is measured using the C++11 chrono library 1, starting prior to the kernel launch and stopping after a call of cudaDeviceSynchronize(). The same setup is used for all measurements of kernel execution times on the GPU. The measurements of the data transfer include memory allocation with cudaMalloc() and the freeing of memory using cudaFree().

![Figure 1: Execution time of the CUDA-based Level 0 skeleton discovery kernel with an increasing number of CI tests](image)

In Figure 1 we present the results for the Level 0 kernel, excluding and including the data transfer to and from the GPU. The data transfer has a strong impact on the performance of the kernel, as it increases the execution time of the kernel by up to an order of magnitude.

In a standalone implementation, this poses a significant drawback. As we can reuse the data structures within the Level 1 kernel this potential bottleneck becomes negligible. In addition, it becomes visible that our parallel CUDA-based implementation scales linearly with respect to the number of CI tests for high-dimensional datasets. For low-dimensional datasets with up to 316 variables, represented by data point 4 in Figure 1, there is no significant difference in the execution time. An in-depth investigation of the kernel execution using the profiler nvprof[37], shows that this is due to an under utilization of the SMs on the GPU. The measured sm_efficiency ranges from 15% for 10 variables to 70% for 316 variables and reaches over 90% for all higher-dimensional datasets.

1http://en.cppreference.com/w/cpp/header/chrono
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For all datasets, the achieved occupancy indicates room for improvement of the implementation, as we did not exceed a value of 0.5. Hence, in future work, we should optimize the amount of work per warp, as well as the number of threads per thread block to fully utilize the GPU.

The number of CI tests executed for the Level 1 kernel is significantly higher. We use the same datasets, but considered a worst case, in which no edge is removed. We achieved this by setting the significance level $\alpha$ to 1.0. Hence, for 10 variables the kernel calculates 360 CI tests and for the generated dataset with 25,000 variables the kernel executes approximately $7.8 \cdot 10^{12}$ CI tests.

![Figure 2: Execution time of the CUDA-based Level 1 skeleton discovery kernel with an increasing number of CI tests](image)

The execution time for the Level 1 kernel, as shown in Figure 2, also scales linearly with the number of executed CI tests. Compared to our results for the Level 0 kernel, the overhead for the data transfer is comparably small and for higher dimensional datasets negligible. The sm_efficiency shows low percentages for the first two measured data points and reaches almost 100% starting from 100 variables, as the kernel has to process 485,100 CI tests and fully utilizes the available SMs. For the Level 1 kernel the achieved occupancy also does not exceed a value of 0.5.

Considering both experiments, we conclude that processing up to approximately 500,000 CI tests in parallel on a GPU, regardless of level $l = 0, 1$, does not change the execution time significantly. Once the available SMs on the device are fully utilized, for datasets requiring more tests, the execution time scales linearly with the number of CI tests.

6.2 Comparing GPU-based & CPU-based implementations on Gene Expression Data

In the following, we present measurements based on the real-world gene expression datasets described in Section 4 and compare the CUDA-based implementation with an existing implementation from the R-package pcalg [17] executed on the CPU. We choose the R-package for two reasons. First, R [41] is a widely accepted environment for statistical computations, providing a rich toolset and allowing integrating other languages to execute performance critical parts of the code, for example in C++. Second, the pcalg R-package provides an implementation called stable.fast, which executes code written in C++ to efficiently calculate the skeleton for Gaussian distribution models. The implementation of the algorithm uses the package RcppArmadillo [13] to leverage the efficient linear algebra implementation of the Armadillo library [44]. In addition it supports openMP [11] for parallel execution of parts of the code.

We observed that setting the number of threads for openMP to the number of cores of our test machine led to an improvement in level 0. For the other levels of the skeleton discovery we experienced no improvements in execution time, on the contrary, we observed an increase in the overall runtime. We assume that this effect is observable due to a high cost for implicit synchronization. In our measurements, we used the best performing approach for each level. Hence we removed the openMP pragmas for any level other than level 0. To provide a fair comparison we considered the R-package parallel-PC [20], but experienced a slower execution time compared to the pcalg package, despite their parallel execution. We assume that this effect relates to the more efficient C++ based implementation used within the pcalg.

For the following measurements, we chose a significance level $\alpha$ of 0.01, include the data transfer between DRAM and GPU on-device memory in both directions, and present the minimum number of CI tests conducted for both level $l = 0$ and level $l = 1$. We obtained this lower bound from the CPU-based version, which stops iterating through the separation set candidates for an edge to be tested, as soon as a CI test is accepted and the edge is removed.

![Figure 3: Speed up in Level 0 & 1 comparing GPU-based with CPU-based implementation](image)

In Figure 3 we depict the speed up achievable by utilizing our proposed CUDA-based implementation. It ranges from a factor 64 for the S. cerevisiae dataset to a factor 729 for the S. aureus dataset. Interestingly there is no direct link between the speed up and the number of variables nor the number of CI tests. For example, the number of variables for the datasets MCC and BR51 are very similar, but more CI tests are required to process BR51 leading to less speed up. On the contrary, for the dataset S. aureus...
the largest speed up is achieved, processing the largest number of CI tests. To fully understand these results we take a closer look at the speed up of each kernel separately. In the graphs, in Figures 4 and 5 we do not take data transfer times into account.

![Graph showing speed up for Skeleton Discovery Level 0 comparing GPU-based with CPU-based implementation](image)

**Figure 4: Speed up in Level 0 comparing GPU-based with CPU-based implementation**

For Level 1, as shown in Figure 4, the number of conducted CI tests grows quadratic to the number of variables and is the same for the CPU and GPU version. We see an increasing speed up, when the number of conducted CI tests increases, which supports our idea to utilize the parallel processing capabilities of a GPU for the PC algorithm.

![Graph showing speed up for Skeleton Discovery Level 1 comparing GPU-based with CPU-based implementation](image)

**Figure 5: Speed up in Level 1 comparing GPU-based with CPU-based implementation**

In Figure 5, the speed up for Level 1 is shown. The irregularities, shown in Figure 3, clearly result from processing this level of the skeleton discovery. Profiling with nvprof did not show any significant differences between the kernel execution with different datasets. We assume the divergence is a result of our parallel processing approach and the underlying graphical model of the real-world gene expression datasets. Our GPU-accelerated implementation does not take any knowledge from the previous level into account, prior to the kernel launch. Hence, the kernel is launched for all possible edges and all separation set candidates. Using the information from the adjacency matrix adj each thread checks, if the edge to be tested has not been removed in the previous level. In addition, all separation set candidates are processed in parallel, even if the first one could have lead to an accepted CI test. This approach reduces the effect of branching but introduces new challenges, as the kernel potentially does unnecessary calculations. Such a step is not necessary for the implementation executed on the CPU. Therefore, for BR51 CI tests are accepted earlier than for MCC, with regards to sequentially iterating through the separation set candidates, leading to additional overhead for the GPU-accelerated implementation. It remains future work, to do an in-depth investigation of this matter. Nevertheless, our CUDA-based implementation provides a significant speedup compared to a standard CPU-based implementation, for real-world gene expression datasets.

7 RELATED WORK

The PC algorithm [48] has been actively researched within the last years [5, 9, 15, 16, 20, 29, 30, 46, 49, 50]. The majority of the work focuses on extending the algorithm to address different domains of application [16, 30, 49, 50] or to reduce the complexity [5, 9, 15, 46]. Some work also investigates parallel execution strategies for the PC algorithm in order to cope with the potentially long execution times due to the computational complexity [20, 28, 29].

Le et al. [29] implement the FastPC R-package, for which they show a significant performance improvement, compared to the non-parallel version from the pcalg R-package, for real-world gene expression datasets. The implementation utilizes the GPU cores to process the CI tests within a level in parallel, thereby leveraging the order independence of the tests within a level [9]. They group all CI tests for a single edge together, processing them on the same core, because they observed that distributing CI tests for the same edge to different cores is not efficient. Depending on the data, this may lead to an unbalanced workload distribution among the processing units. Despite this potential shortcoming, we adopt the proposed strategy to process the CI tests of a single level in parallel and implement an adapted version targeting a GPU as an execution device.

Madsen et al. [29] discuss an implementation strategy for a parallel PC algorithm, which targets a shared memory computer and one implementation strategy for a computer cluster with distributed memory. They utilize the concept of Balanced Incomplete Block Designs [27] to distribute the computations of CI tests to threads in a shared memory system and to assign computations to worker nodes in a distributed system. Using these approaches, they experimentally show that a speed-up is achieved by parallel processing the CI tests on randomly generated samples from real-world networks. In contrast to our work, they focus on a discrete data distribution, while we consider a Gaussian distribution model. In addition, we explicitly target a GPU as an execution device to process the CI tests in parallel.

To the best of our knowledge, there does not exist any work on accelerating the PC algorithm by using coprocessors, specifically a GPU. The application of GPUs for computationally expensive tasks
Causal Structure Learning using GPUs

is an active field of research. A lot of the work in this domain focuses on accelerating machine learning algorithms [1, 6] or statistical computations, e.g., calculating the correlation coefficients [4]. Of particular interest for GPU-acceleration, are Deep Convolutional Neural Networks Deep Learning [18], which operate on matrices. Libraries, such as cuDNN [7] provide implementations to process these matrices efficiently on a GPU. We see these approaches as an inspiration for our work, to investigate the applicability of a GPU for the learning phase of the PC algorithm, the skeleton discovery, which is an example of a computationally expensive algorithm, since it has a runtime exponential to the number of variables.

8 SUMMARY AND OUTLOOK

In our work, we present an extension of the PC-stable algorithm, which utilizes the parallel processing capabilities of a GPU. Through an investigation of real-world gene expression datasets, we argue for the relevance of improving the performance of CI tests, considering Gaussian distribution model, within the levels $l = 0, 1$ of the adjacency search of the PC algorithm. We discuss our CUDA-based implementation of these two kernels and provide an evaluation regarding the scalability of the implementation with regards to the number of CI tests. For both cases, we include data transfer to the GPU. While it has a significant overhead for level $l = 0$, its overhead for level $l = 1$ is neglectable. Additionally, we compare our GPU-accelerated implementation with an existing implementation from the R-package pcalg, executed on the CPU. The measurements are based on the real-world gene expression datasets, which motivate our work, and show an improvement of factors up to 122 for level 0, up to 746 for level 1 and up to 729 for the combination of both, including data transfer. Therefore, we conclude that the parallel processing capabilities of a GPU are well suited to accelerate parts of the PC algorithm, in order to improve its application for real-world scenarios.

In the future, we aim to further investigate and improve the performance of our implementation of the kernel for Level 1 $0$ and Level 1 1. We want to examine if processing multiple CI tests within a single thread can lead to performance improvements and increase the achieved occupancy of the SMs. This could be realized by using shared memory and reducing the number of accesses to global memory. Furthermore, a major goal in future work is an extension of our implementation to the remaining levels, and to provide a complete GPU-accelerated skeleton discovery implementation. Part of future work also needs to address the current limitation to datasets that fit in the on-device memory of the GPU. On the one hand it remains open to investigate the extension to multiple GPUs, thus having more memory. On the other hand one could also consider a strategy to split the graph into subgraphs, which fit in the on-device memory and to process these sequentially.
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