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Abstract: Software development comprises complex tasks which are performed by humans. It involves problem solv-
ing, domain understanding and communication skills as well as knowledge of a broad variety of technolo-
gies, architectures, and solution approaches. As such, software development projects include many situations
where crucial decisions must be made. Making the appropriate organizational or technical choices for a given
software team building a product can make the difference between project success or failure. Software de-
velopment methods have introduced frameworks and sets of best practices for certain contexts, providing
practitioners with established guidelines for these important choices. Current Agile methods employed in
modern software development have highlighted the importance of the human factors in software development.
These methods rely on short feedback loops and the self-organization of teams to enable collaborative decision
making. While Agile methods stress the importance of empirical process control, i.e. relying on data to make
decisions, they do not prescribe in detail how this goal should be achieved. In this paper, we describe the
types and abstraction levels of data and decisions within modern software development teams and identify the
benefits that usage of this data enables. We argue that the principles of data-driven decision making are highly
applicable, yet underused, in modern Agile software development.

1 INTRODUCTION

The practice of software development includes se-
ries of decisions that must be made to ensure the suc-
cess of a project. These decisions concern not only
the scope, budget and feature set of the product being
developed, but also how development teams are or-
ganized, what technologies and architectures are em-
ployed, how the customer is engaged and how re-
quirements are elicited and prioritized. Making the
right decisions for a given context, i.e. the decisions
that have the highest chance of leading to project suc-
cess, is of critical importance (Drury et al., 2012).
Failing to do so is likely to result in overruns of bud-
get and schedule, lost opportunities for the organiza-
tion in need of the developed software, and ultimately
project cancellation (Taherdoost and Keshavarzsaleh,
2018; Molokken-Ostvold and Jorgensen, 2005). As
software is becoming pervasive and is being em-
ployed in all facets of life and in a large variety of
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contexts, few universal rules for decisions in software
development, applicable to most situations and condi-
tions, can be defined (Kuhrmann et al., 2018).

Modern software projects must be flexible, adapt-
ing to changing requirements and circumstances by
analyzing available data, and making appropriate de-
cisions. In Agile methods, such as Scrum and Kan-
ban (Reddy, 2015), this idea is realized through short,
iterative feedback cycles (Williams and Cockburn,
2003), relying on the capabilities of team members
in self-organizing teams (Hoda et al., 2010; Matthies
et al., 2016b) and making use of available data to
enable “evidence-based decision making” (Fitzger-
ald et al., 2014). The Scrum Guide states: “Scrum
is founded on empirical process control theory [...]
knowledge comes from experience and making deci-
sions based on what is known. [...]” (Schwaber and
Sutherland, 2017). However, few details are given
as to the concrete implementations of these concepts
or what data and knowledge is available and relevant
to teams employing Agile software development ap-
proaches. In this paper, we provide an overview of

https://doi.org/10.5220/0007967905520559


the described approaches that make use of data in
informing decisions in Agile software development
and highlight challenges and possible conflicting as-
pects. Data-informed decision-making approaches
are valuable for organizing and administering soft-
ware projects. Through a better understanding of their
role and impact, they can be applied more thoroughly
in the future.

2 DATA-DRIVEN DECISION
MAKING

Different approaches have previously been pro-
posed for using data to inform and support individ-
uals and project teams in making the most likely cor-
rect decisions. Related work reaching back multi-
ple decades includes frameworks and theories that in-
vestigate this area. The terms Data-Driven Decision
Management, Data-Directed Decision Making and
Data-Driven Decision Making (DDDM) have been
used to refer to the practice of basing decisions on
the analysis of collected data.

2.1 Application of DDDM

The application of DDDM concepts is contrasted with
the process of coming to a decision by relying on “gut
feeling”, personal experience and intuition (Brynjolf-
sson et al., 2011; Provost and Fawcett, 2013), which,
in the absence of capable analysis technologies, was
the de facto standard throughout the history of com-
mercial enterprises. One of the core ideas of DDDM
is that decisions, as well as their estimated efficacy,
can be deduced from key data sets. In a basic ex-
ample, an employee in marketing, tasked with creat-
ing and selecting advertisements to be shown to web-
site visitors, could base their designs and selections
solely on their long experience of working in the ad-
vertising field and their intuitive understanding of the
effects of different marketing campaigns. However,
when applying DDDM, the employee could addition-
ally analyze how website users have interacted with
ads in the past in order to draw conclusions for the fu-
ture. In line with our arguments, Provost and Fawcett
point out that these two approaches are not mutually
exclusive and can be combined (Provost and Fawcett,
2013).

Technology adoption in business scenarios has
considerably increased in recent years, due to the con-
tinuing digital transformation (Hesse et al., 2018) and
the reliance on Internet technologies (Afuah, 2002).
DDDM has, therefore, become an influential part of
a large variety of industries (Provost and Fawcett,

2013), including highly important sectors such as
medicine (Hollis et al., 2015), transportation, and
manufacturing (Hesse et al., 2019). Studies of the
application of DDDM in companies have shown the
benefits of the approach. Brynjolfsson et al. collected
data on the business practices and information tech-
nology investments of 179 businesses and correlated
this data with company performance measures such
as productivity, profitability, and market value (Bryn-
jolfsson et al., 2011). The authors find that compa-
nies that adopted DDDM show an increase of 5-6%
regarding output and productivity than what would
be expected given their investments and information
technology usage.

While the introduction of digital networks and
communication infrastructure in enterprises has im-
proved efficiency, it has also intensified existing ten-
sions and led to new challenges. Technology has en-
abled greater transparency and visibility throughout
businesses. Stakeholders, e.g. customers or internal
users, have instantaneous access to actionable infor-
mation on the state of projects and real-time situa-
tional awareness is dramatically increased (Schrage,
2016). Therefore, the managerial and operational
ability to act on the collected data and associated anal-
yses must also scale.

2.2 Being Driven or Being Informed by
Data

Recent work in the field of decision support for
software projects has focused on data-driven ap-
proaches (Svensson et al., 2019; Olsson and Bosch,
2014; Provost and Fawcett, 2013). This term high-
lights the fact that data is in the idiomatic “driver’s
seat”, being responsible for the direction a project
is headed in. This approach is in direct opposi-
tion to relying solely on intuition and the experi-
ence of team members, which are classified as bi-
ased and unreliable. However, software engineer-
ing is still a quintessentially human task (Fernando
Capretz, 2014), requiring creativity, problem-solving
abilities, and empathy for the users and stakeholders
who will eventually use, or be impacted by, the devel-
oped software. Disregarding or assigning little value
to this aspect, i.e. concentrating on only the data that
is produced by teams and software users, ignores the
value that attention to human factors can provide in
a project (Biddle et al., 2018; Sherdil and Madhavji,
1996). We, therefore, propose being informed instead
of driven by data concerning decision making in the
context of software development, taking into account
analyses of the available data and highlighting the
need for human interpretation. While important de-



cisions that can affect project success should not only
be based on intuition, they should also not solely rely
on data, which may likewise only portray a one-sided,
biased view. Instead, as much project data as possi-
ble should be collected and analyzed, which can then
be interpreted or ignored as irrelevant by practition-
ers and team members that have intricate knowledge
of the data and the context in which it was gathered.
This applies not only to software developers, who are
experts concerning the developed application and the
technical details, but also product managers, sales de-
partments, and other roles that have knowledge re-
lated to the user and the context. Combining data and
human interpretation can enable better informed deci-
sions in software development.

3 AGILE SOFTWARE METHODS

Agile development methods are closely tied to the
availability of data. It enables teams to implement the
short feedback cycles that define “agility” (Schwaber
and Sutherland, 2017).

3.1 Evolution of Agile Software
Development

Iterative and incremental development (IID) ap-
proaches for building software are not new. Lar-
man and Basili trace these concepts back to the
1930s, identifying the 1970s and 80s as the most
active but least known part of their history (Lar-
man and Basili, 2003). They describe the evolution
of Agile methods, starting with the Rational Uni-
fied Process (Kruchten, 2004) and the Dynamic Sys-
tems Development Method (Stapleton, 1997) from
the 1990s. Several key ideas followed, such as Ex-
treme Programming (Beck and Gamma, 2000), the
Crystal family of methods (Cockburn, 2004) and fi-
nally Feature-Driven Development (Palmer and Fels-
ing, 2001), Lean (Poppendieck and Poppendieck,
2003) and Scrum (Schwaber and Sutherland, 2017)

Agile software development methods represent
a set of best practices for software development in
teams, created by experienced practitioners (Fowler
and Highsmith, 2001; Dybå and Dingsøyr, 2008).
These methods highlight communication, adaptation
to change, innovation, and teamwork, emphasizing
productivity rather than process rigor (Ågerfalk and
Fitzgerald, 2006). They are often portrayed as the
antithesis to traditional, more plan-based approaches,
which feature rationalized and planned decision mak-
ing, with work progressing in planned, successive
stages, with little feedback built into the system (Lei

et al., 2017). Williams and Cockburn claim that soft-
ware development cannot be considered a “defined
process”, as change is inevitable, and requirements
will be adjusted during the time the product is be-
ing developed (Williams and Cockburn, 2003). Soft-
ware development is instead recognized as a flexible
and “empirical (or nonlinear)” process (Williams and
Cockburn, 2003). In the context of engineering soft-
ware, development processes, therefore, require short
“inspect-and-adapt” cycles and continuous feedback
loops to enable process improvements based on em-
pirical evidence. These ideas are part of the Agile
Manifesto (Fowler and Highsmith, 2001), written by
the practitioners who proposed many of the modern
Agile development methods. It presents four core val-
ues, among them “responding to change over follow-
ing a plan”. The importance of adapting to changing
circumstances through feedback loops is also high-
lighted in the accompanying Agile principles, which
state that “at regular intervals, the team reflects on
how to become more effective, then tunes and adjusts
its behavior accordingly” (Fowler and Highsmith,
2001). The Scrum Guide (Schwaber and Suther-
land, 2017), the seminal text for the currently most
popular Agile development method (VersionOne Inc.,
2018), likewise incorporates these concepts, stating
that “transparency, inspection, and adaptation” are
prerequisites for making decisions in teams based on
data.

3.2 Agile Decision-Making

The shift from a more plan-driven approach to Ag-
ile development methods in an organization also re-
quires a change in how decisions are made (Moe
et al., 2012). It implies converting classical “com-
mand and control” attitudes to approaches relying on
shared decision-making involving stakeholders and
development teams (Moe et al., 2009). A central
point of Agile methods is the focus on working in
small teams that have access to customers as well
as the product’s users and those affected. The re-
sponsibility of establishing the priority of features
and work items falls jointly on the development team
and the stakeholders, who have different backgrounds
and goals (Nerur et al., 2005). This shared, flexi-
ble, decision-making represents a “barely sufficient”
command and control approach (McAvoy and But-
ler, 2009). The decision-making process in Agile
methods has been described as naturalistic, compared
to the rational decision-making of plan-driven ap-
proaches (Moe et al., 2012). In these frameworks, a
rational decision complies with a set of rules that gov-
ern behavior, which are applied in a logical fashion to



generate decisions with acceptable consequences for
the decision makers. Rational decisions are based on
the assumption that the set of solution possibilities
and the probability of outcomes is known (Zannier
et al., 2007). In comparison, a naturalistic decision-
making process is characterized by situational behav-
ior, the diminished importance of conscious analyt-
ical evaluation and application of context-dependent
rules (Klein, 2008). The principles of Agile software
development more closely align with the definition
of naturalistic decision-making, as the importance of
awareness and project context are highlighted (Zan-
nier et al., 2007). The types of decisions and plans
that have to be made in a software business can be
split into three main domains: strategic, tactical, and
operational. Figure 1 gives an overview of these
levels and their assignments to different team roles
in plan-driven and Agile software development ap-
proaches.

Strategic Tactical Operational

Decision levels

Plan-driven
approaches

Agile
approaches

Development team
Management, Product Owners

Figure 1: Differences between plan-driven and Agile ap-
proaches regarding responsibilities of different levels of de-
cisions, adapted from Moe et al. (Moe et al., 2012).

Strategic planning is employed to define an or-
ganization’s direction and the goals that should be
pursued in the long run. Strategic decisions gener-
ally concern the whole business instead of individ-
ual business units or teams. In an Agile development
context, many strategic decisions are assigned to the
Product Owner, which require detailed knowledge of
the software product and are primarily concerned with
software release plans and product road maps. How-
ever, as the development team possesses deep tech-
nical knowledge of the product they should also be
involved in defining strategy.

Tactical plans are involved with the management
of projects, translating strategic directions into action-
able plans for specific organization areas, i.e. how
to best structure teams and resources to achieve the
given goals.

Operational planning describes the lowest, most
concrete level of decisions within an organization. It

defines milestones and success conditions and can
detail how, and what portion of, projects and pro-
posals will be tackled in a given operational period.
In an Agile software organization, operational deci-
sions are related to implementing features and ensur-
ing that tasks are carried out efficiently. An ideal, ef-
ficient, Agile development team is involved in shared
decision-making not only on the operational but also
on the tactical levels (Moe et al., 2012).

4 DATA IN (AGILE) SOFTWARE
DEVELOPMENT

An ever-increasing number of companies, in the
domain of software development or otherwise, are re-
lying more on the analyses of collected data to make
informed decisions.

4.1 Business Data

Businesses have gathered extremely detailed statis-
tics, regarding not only their consumers and users,
but also suppliers, alliance partners, and competi-
tors (Brynjolfsson et al., 2011). This development
is driven by the widespread adoption of enterprise
information systems, which collect and store large
amounts of business data and enable analyses of these
collections. Examples for these systems are Enter-
prise Resource Planning (ERP) applications, which
present a unified view of the business and contain
databases of all business transactions (Umble et al.,
2003). Recently, analyses and utilization of this col-
lected business data have become more relevant with
the introduction of Business Intelligence software so-
lutions, which apply an extensive set of data analytic
tools to the operational data of an enterprise (Chen
et al., 2012). Furthermore, the continuing digitization
of society has allowed new possibilities for data col-
lection outside operational business systems (Bryn-
jolfsson et al., 2011). Cars, smartphones, home au-
tomation systems, and other smart devices that are
interacted with on a daily basis are routinely instru-
mented to capture information regarding their current
status and ongoing activities (Svensson et al., 2019).
This data, collected from “reality mining”, can be
used to recognize social patterns in daily user activ-
ity, infer relationships, and, especially relevant for
software process improvement, model organizational
procedures (Eagle and Pentland, 2006). Additionally,
clickstream data, user interface interactions and key-
word searches from websites and software applica-
tions can reveal insights into customer behavior with-
out the need for long-running and costly customer



studies (Brynjolfsson et al., 2011). These types of
detailed as well as diversified data sets are not only
generated internally in software-intensive or software
development companies but can also be acquired or
purchased from third parties, be they public or pro-
prietary (Provost and Fawcett, 2013). Businesses fo-
cused on software development can make use of the
available data in these various systems to make in-
formed decisions in their development processes and
to stay competitive. The recent resurgence of machine
learning approaches (Svensson et al., 2019), based
on the large amount of available data and promising
more automated and powerful data analysis, acceler-
ates these trends.

4.2 Business Data for Software
Development

While large amounts of data are available within soft-
ware businesses, which could be used to augment
decision-making processes, selection and prioritiza-
tion of product features to be shipped in the next iter-
ation is commonly based on stakeholders’ previous
experiences, perceptions, and opinions (Olsson and
Bosch, 2014; Svensson et al., 2019). Decisions based
on these factors may be inconsistent and, more cru-
cially, lack explanation and links to the evidence and
the data that led to them. These factors make it eas-
ier to base decisions on politics or gains for individ-
ual teams than to focus on customer value. Analyses
of metrics captured from users of deployed software
products, however, enable short feedback cycles be-
tween customers and developers. Instead of guess-
ing and assuming how users will interact with, e.g. a
given graphical user interface, developers and stake-
holders can observe the actual (mis)usage and base
further developments and changes on these insights.
The quality of analytical frameworks and tools being
employed is directly related to the quality of decisions
derived from them. However, the characteristics of
the descriptions and visualizations that decision mak-
ers use, are equally important (Janssen et al., 2017;
Matthies et al., 2016a). In recent research Svensson
et al. have pointed out, that while there has been a
growing interest in the tools used for data processing,
little work has focused on the practitioners’ perspec-
tive and the context of Agile development (Svens-
son et al., 2019). However, as is the case in the en-
terprise domain, there is an increased interest in ap-
plying machine learning methods and techniques in
software engineering contexts to enable higher effi-
ciency (Feldt et al., 2018). Supporting the important
decisions that are required during software develop-
ment activities in teams is one of the major applica-

tion areas for these concepts in the realm of software
development processes.

4.3 Software Project Data

In addition to data produced by customers, internal
business units or third parties, the software develop-
ment process itself represents a source of valuable
data, which is intrinsically highly relevant to mak-
ing decisions within software companies. Modern
Agile software development relies on the creation,
management, and delivery of digital development ar-
tifacts (Fernández et al., 2018). Not only is software,
i.e. code, produced during regular development ac-
tivities, but also a range of supporting documents and
structures, such as work item descriptions, documen-
tation, and version control information (Noll et al.,
2012). Software engineers continuously produce data
points on their current work and development pro-
cess (Ying et al., 2005). As such, the employed
development processes are “inscribed” into the pro-
duced software artifacts (de Souza et al., 2005). The
version control system (VCS) which is ubiquitously
employed for collaboration in teams, keeps track of
the individual changes by developers as well as when
the changes were made. It also captures information
on who authored and committed the changes and the
goal of the commit is recorded in the commit mes-
sage (Santos and Hindle, 2016). More detailed in-
formation on work items might be contained in an
issue tracker, such as Jira, with issues detailing the
rationale, background, and context of a requested fea-
ture (Ortu et al., 2015). Frequently employed tools
such as Continuous Integration servers or static anal-
ysis tools provide data points on the current status and
health of the developed software project (Beller et al.,
2017; Embury and Page, 2019) . All of these tools
are present in modern Agile teams as necessary pre-
requisites for efficient communication and collabora-
tion. However, they also present “a gold-mine of ac-
tionable information” (Guo et al., 2016), especially
in the domain of data-informed decision making in
software producing organizations. There is little over-
head in collecting and analyzing this sort of data, as
it is already being produced by software teams. In
the case of open.source software development, much
of this data is even available publicly (Linstead et al.,
2009; Zampetti et al., 2017). Especially of note for
data-informed decision-making is the fact that soft-
ware project data not only comprehensively docu-
ments progress but also provides evidence for fail-
ures and problems of the developed product (Ziftci
and Reardon, 2017).



4.4 Decision-Making and Agile
Self-Organization

The concepts of self-organization and self-
management underpin the issue of decision-making
in Agile teams (Moe et al., 2009). Members of a
self-organizing Agile team, are ideally responsible
not only for working on the tasks they choose to
work on, but are also compelled to manage and track
their own performance. Equally, the responsibility
for decision-making should be distributed among
team members rather than being centralized with
few parties (Moe et al., 2012), see Figure 1. In
Agile teams, the manager’s role a the main source of
decision-making power is reduced, and developers
and product owners—and even customers—may be
directly involved in project decisions. The concept of
self-organization directly influences the effectiveness
of a team. The authority for making decisions is
delegated to the lowest level of operations, which
increases the speed of addressing problems and
adapting to changes (Moe et al., 2012). While data
is available, which can inform decisions regarding
development processes, research in this area has
also shown that Agile team members rely on their
experiences for evaluating design decisions (Zannier
and Maurer, 2006). Current empirical research
offers little clarity on how and why Agile software
development teams make business and product-
related decisions and whether the team autonomy
emphasized in Agile methods leads to teams that
can make both strategic and tactical decisions in
practice (Drury et al., 2012). We hope for, and would
like to encourage, more research and exploration of
this research field in the future.

5 CONCLUSION

Agile methods, with their focus on self-organized
teams and empirical process control, require cus-
tomized decision-making processes and procedures
in organizations (Moe et al., 2012). Agile software
development teams, due to the requirement of hav-
ing to deliver software increments in short iterations,
are by definition involved in short-term decision-
making (Svensson et al., 2019). Managers, in an Ag-
ile context, are expected to create an environment that
allows team members to make decisions based on the
best information available (Schuh, 2004). However,
the question of what attributes define best informa-
tion for a given team is still unanswered and requires
additional research. Furthermore, it is accepted that
even if good quality data is available, individuals can

ignore analyses or even their own preferences due to
rules, traditions or the influence of others (Dybå and
Dingsøyr, 2008). In this paper, we argue that the prin-
ciples of data-driven decision making, while still un-
derused, are highly applicable and beneficial to Ag-
ile software development. The combination of data
analysis and interpretation by Agile teams of humans
can enable better informed decisions, both in the do-
main of business as well as software development pro-
cesses.
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