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1 INTRODUCTION

Over the last years, message brokers have become an important part of enterprise systems. As microservice architectures become more popular and the need to analyze data produced by the individual services grows, companies increasingly rely on message brokers to orchestrate the flow of events between different applications as well as between data-producing services and stream processing engines that analyze the data in real-time.

Current state-of-the-art message brokers such as Apache Kafka [9] or Apache Pulsar [5] were designed for slow networks and disk-based storage. Consequently, they avoid network traffic and random writes. In the following, we highlight three challenges that message brokers face and how their designs tackle these:

**Guaranteed Message Delivery:** Apache Kafka only provides weak delivery guarantees based on replication. As an alternative approach, Apache Pulsar guarantees message delivery by directly writing all incoming data to a persistent journal.

**Guaranteed Message Order:** Apache Kafka and Apache Pulsar solve this by publishing messages sequentially or accepting them in a producer-defined order, which influences the overall throughput.

**Scalability and Performance:** Even though Apache Kafka is designed for high throughput, it co-locates partition handling and storage, which can cause issues with skewed partitions and makes rebalancing partitions an expensive operation. Apache Pulsar decouples its computation and storage, but its brokers handle all data transfer and caching, which creates potential bottlenecks.

Recent advancements in modern hardware change how we can design distributed systems to face these challenges and as a result, we introduce the design of a message broker that leverages the capabilities of remote direct memory access (RDMA) and non-volatile memory (NVM) to improve the weaknesses of existing message brokers and further scale these systems. Specifically, our architecture and protocol leverage the high bandwidth and low latency of RDMA and combine those with the byte-addressability and high bandwidth of NVM for guaranteed and in-order message delivery with high throughput. Our contributions are as follows:

1. We propose a decoupled message broker architecture and an accompanying protocol that are both designed to solve the challenges we identified (Section 3).
2. We demonstrate the potential for improvement with respect to message guarantees at the example of Apache Kafka (Section 4).

2 BACKGROUND

In this section, we introduce Apache Kafka as an example of a state-of-the-art message broker and describe several developments in modern hardware that we utilize in our architecture.

**Apache Kafka** [9] is a common choice of message broker used with stream processing engines. It creates a distributed, replicated message queue and persists the messages on secondary storage. Persisting data enables consumers to replay data if needed and provides configurable guarantees around message delivery. Stream processing engines such as Apache Flink [4] rely on this feature to ensure exactly-once semantics in the case of task failure.

Internally, Kafka stores each of its partitions as an independent append-only log that is written to the page buffer. This design allows Kafka to achieve high throughput and low latency at the cost of its messaging guarantees, as we demonstrate in Section 4.

**InfiniBand (IB)** is a network communications standard used in modern data centers that will offer bandwidths of up to 600 Gbit/s (and 1.2 Tbit/s by 2020) and reaches latencies below 2µs [7, 15]. It enables two different network communication stacks:

**IP over InfiniBand (IPoIB)** implements the TCP/IP stack and allows socket-based systems to use IB without any modification.

**Remote Direct Memory Access (RDMA)** enables applications to directly access memory on a remote machine with little to no involvement of the remote CPU. The application can directly transfer data from user-space bypassing the kernel. It offers two different APIs: One-sided verbs such as read and write operations are executed without any involvement of the remote CPU. Two-sided verbs enable RPC calls without the overhead of TCP/IP-based communication, but they involve the remote CPU.

Research has shown that distributed systems such as databases benefit from faster InfiniBand networks compared to Ethernet but they require significant architectural changes to achieve this goal [11, 15]. Binnig et al. [3] have demonstrated that purely migrating existing systems from Ethernet to InfiniBand might even have detrimental effects. Instead, the system should be redesigned for RDMA. By decoupling computation and storage via a network-attached memory architecture, the authors have significantly improved the transactional throughput of a distributed DBMS [14].

**Non-Volatile Memory (NVM)** is a new class of memory devices that bridges the gap between DRAM and flash-based SSD. It combines the byte-addressable access by the CPU known from DRAM with persistent writes offered by SSD. Its access latency and bandwidth lie within an order of magnitude of DRAM with a capacity of up to 512 GB, which is 4x higher than available DRAM [8, 13].
NVM can be used as an alternative to disks or flash-based SSDs for durable storage. Several approaches have been proposed to use it as part of a storage hierarchy for databases [1, 2, 10, 12]. In particular, Huang et al. [6] propose NVM-based logging for transactions.

3 RETHINKING THE ARCHITECTURE

Figure 1 illustrates the separation of partition handling and storage in our architecture. In this section, we present the individual components and argue how they solve the issues from Section 1.

Storage. Partitions are split into individual segments that are stored across all storage nodes. Conceptually, the storage nodes form one large data region, in which brokers can allocate space for individual segments. This allows us to scale the system by adding another storage node without moving any data. Moreover, incoming data is written into NVM where it is directly persisted. This solves the challenge of message delivery without the additional latency and reduced throughput of fragmented and small writes to secondary storage or the overhead of keeping an additional journal. Given that our protocol is designed to minimize the involvement of the storage node’s CPU, a node may be co-located with compute-heavy workloads without significantly affecting their performance. Nonetheless, storage nodes need to track the usage of their memory segments, provide new ones for brokers and free outdated ones.

In our architecture, NVM can either store all data or serve as an intermediate layer combined with SSDs or disks. Both approaches have different trade-offs and should be evaluated in future work.

Partition handling. For each partition, the write/read requests are handled by a designated broker. Using the RDMA-based protocol we introduce later, the broker provides producers and consumers with the location where data can be read from or written to on a storage node. Further, the broker is responsible for allocating new segments that can be written on storage nodes, handling timeouts by producer and inconsistencies between partitions. Since all data required by the broker is stored on storage nodes, partition handling can be moved to a different broker without much effort.

Co-location. While all data is conceptually stored in remote storage, the co-location of data with their users is a viable optimization. As an example, to reduce latency, the data structures managing a partition should be co-located with their respective broker.

Protocol. For efficient communication within the system, the protocol we propose relies on RDMA verbs to move data between producers, brokers, storage, and consumers. As mentioned before, the protocol is designed to minimize the active involvement of both the broker and the storage nodes in order to avoid bottlenecks. The protocol contains multiple steps for both writing and reading data, which we outline in the following.

Writing. To write messages to a partition, a producer first reserves a memory area within the currently written segment (and its replicas) using the two-sided RDMA verbs. To ensure message ordering, these requests need to be performed sequentially to the broker. Given the request size, however, we expect the latency to be small enough to not become a bottleneck. Binnig et al. [3] showed a latency of around 1µs for send/receive verbs with message sizes below 256B. In the next step, the producer uses one-sided RDMA writes to store the messages directly in NVM at the locations it receives in the previous step. Since these writes are byte-addressable, they can be performed in parallel and out-of-order without changing the order of the messages in the partition. Finally, the producer commits its write to the broker to ensure consistency.

Reading. Analogous to writing, a consumer initially requests a memory location on a storage node from which it can read a sequence of messages given a message offset. This request is performed using two-sided RDMA verbs, which allows the broker to perform load balancing or trigger a storage node to load a segment into NVM. It then uses a one-sided RDMA read to load the data into its own memory without the involvement of the storage node.

4 EVALUATION AND DISCUSSION

Figure 2 demonstrates the potential for improving performance with delivery guarantees at the example of Apache Kafka. In this experiment, a single broker hosts one topic with 24 partitions on 3 SSDs. For each partition, one dedicated producer generates data at the maximum rate. Without any guarantees, the write throughput is within 20% of the maximum write throughput to the SSDs. Guaranteed message order reduces the throughput by 25%, and guaranteed delivery, as well as the combination of both, cause a decrease by a factor of more than 250x. By enabling parallel message transfer and using byte-addressable writes to NVM with high throughput, we expect our approach to avoid such a degradation in performance.

In conclusion, we propose a message broker architecture that decouples partition handling and storage for improved scaling of storage and load balancing between different storage nodes or brokers. Its protocol ensures message ordering even in the event of retries for parallel messages by utilizing byte-addressable RDMA writes. To ensure message delivery, producers write messages to NVM. Finally, direct transfer of message payloads to or from storage nodes using one-sided RDMA verbs reduces the CPU overhead on storage nodes and the involvement of brokers. In the future, we plan to implement this architecture and evaluate it in detail.
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