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1 Introduction

During the last years, high emission of fine-grained par-

ticles into the atmosphere and its negative impact on

people’s health and well-being has attracted the atten-

tion of researchers and governmental agencies to look

for the causes of air pollution in different neighbour-

hoods [7]. Serious measures have been taken in order to

sustain the levels of air pollution, such as the introduc-

tion of fine-grained particle concentration thresholds or

driving bans for vehicles that use diesel engines in sev-

eral European cities [8].

When it comes to current approaches on predictive

modeling in the area of air pollution, many focus on

estimating the concentration of fine particulate matter

in the nearest future in a particular area [2]. However,

identifying the cause of high emission of fine particu-

late matter, as well as finding its potential sources can

provide decision makers with valuable information for

the design of counter measures. Detecting the sources

of air pollution and treating them is a big step toward

better air quality [3].

The problem we observe is that historical records

from air quality sensors that are used to forecast the

concentration of fine particulate matter are not suffi-

cient for inference of factors that are likely to cause air

pollution. Intuitively, we can assume that traffic, fac-

tories and production facilities, agriculture etc. might

negatively affect the air quality. To test these assump-

tions, we need to incorporate external data sources into

the main dataset of air quality sensory readings (Sec-

tion 2). For this project, we aim at designing a proto-
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Fig. 1 Overall view of the architecture of our system

type system that (a) provides a data-driven approach

for detection of potential causes of air pollution, and

(b) supports data integration and merging of external

data sources (Section 3). The insights that we collected

by using the prototype demonstrate competitive advan-

tages of our approach (detection of potential causes of

air pollution) w.r.t. existing work on prediction of fu-

ture levels of air pollution (Section 4).

2 Data

The main source of the data for this project is provided

by the Luftdaten service1. Important features that we

use are the P1 concentration of fine particulate matter

and spatio-temporal data from the sensors. However,

these features are not sufficient to identify the sources

of decreased air quality. Substantial body of research

shows that traffic, factories, production facilities, hu-

man activity and many other factors contribute to the

air quality and emission of particle dust [5]. These fac-

tors are not reflected in the Luftdaten core dataset. The

lack of descriptive information for further analysis is a

critical challenge. As one of the main contributions of

1 http://luftdaten.info
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the project, we incorporate the main dataset with ad-

ditional descriptive features.

2.1 External Data Sources

As specified in Fig. 1, we use four external data sources:

weather2, geo data3, air traffic4, and public events.

Geo Data contains the information about urban in-

frastructure, streets, and parks that surround the air

quality sensors. Descriptive features that depict the neigh-

bourhood of each sensor help to determine what factors

might explain the source of pollution [4]. We obtain the

data from the Open Street Map platform and the Geo-

Fabrik service5 that regularly publishes up-to-date data

on geometries and other features6 that describe real-

world geo-spatial objects (buildings, roads, etc.). For

this project, we use the following features: the number

of streets and street crossings within the distance of

100, 200, and 500 meters from the sensor location.

Weather Data contains readings from various weather

sensors scattered across the cities. The main features

that we use include temperature, precipitation, humid-

ity, pressure, wind speed and, wind direction (the di-

rection that wind hits the sensor). The dataset used in

this project is collected and published by the German

Weather Service.

Air Traffic Data consists of the routes of airplanes

flying to/from the airports. We look for any overlaps

between the usual routes of airplanes and highly pol-

luted areas in Berlin, in order to detect particular zones

that are affected by the air traffic pollution.

Events Data contains the dates from various pub-

lic events and holidays that occur in Germany (Google

Calendar of Berlin). These events are mainly public hol-

idays such as New Year’s Eve and Easter. Besides, non-

holiday events are selectively picked from online ser-

vices for instance VisitBerlin7. The non-holiday events

are the events or activities that attract crowds in a

particular neighbourhood, yet are not related to public

holidays (e.g., Berlin International Film Festival). The

features contain the name of the event, and its starting

and ending dates.

2 ftp://ftp-cdc.dwd.de/pub/CDC/observations_

germany/climate
3 https://www.openstreetmap.org
4 https://www.flightradar24.com
5 http://download.geofabrik.de/
6 https://www.esri.com/library/whitepapers/pdfs/

shapefile.pdf
7 www.visitberlin.de

3 Architecture

Fig. 1 depicts an overview architecture of the proto-

type. It consists of four main components: integration

of external data sources, data preprocessing, analysis

(explanation), and visualization. In this project, we fo-

cus on the first three components. As for visualization,

we provide basic charts to depict discovered insights.

The end-user can customize the charts to fit arbitrary

use-cases, which we refer to as the user-defined ques-

tions.

3.1 Integration of external data sources

The prototype can be configured to integrate various

external datasets. To achieve this, the end-user speci-

fies the foreign keys for every external data source to

be joined with the core dataset For instance, in or-

der to incorporate the temperature feature from the

weather dataset to the Luftdaten core dataset, the end-

user should specify the column names that contain the

timestamp and geo coordinates for both datasets. The

system then can use this configuration to join the datasets

with the provided features as foreign keys. For the Luft-

daten use case, we use spatio-temporal coordinates, ag-

gregated to the 5-minute time intervals and 100-meter

radius neighbourhoods, as foreign keys for further inte-

gration. We apply aggregation techniques in order to re-

duce the granularity of timestamps and geographic co-

ordinates, and achieve exact matches of these attributes

as foreign keys in between data sources.

3.2 Data preprocessing

The data preprocessing component consists of the fol-

lowing operations: clustering, binning, cleaning, and ag-

gregation (Fig. 2). We apply spatial clustering and tem-

poral binning in order to (1) synchronize sensory read-

ings and (2) cross-validate them, discarding untrust-

worthy sensors. For instance, defining a 100-meter ra-

dius neighbourhood that contains several sensors lets

us compare the readings of these sensors and detect

deviating patterns. We choose the radius empirically

under the assumption that sensors located close to one

another record similar signals.

In the data cleaning phase, we use the MAD (Me-

dian Absolute Deviation) [6] algorithm for univariate

outlier detection, to remove noise from the data. Val-

ues with high variance w.r.t. other readings inside each

cluster and each time interval are removed as outliers

(e.g., errors or untrustworthy readings). We also remove

data points that are recorded under particular weather
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Fig. 2 Clustering and binning techniques

Fig. 3 Analysis phase

conditions, such as high humidity. That is done due to

recommendations from the sensor specification8.

The cleaned data is then used during the data ag-

gregation phase. In this phase, we create one data point

for each cluster and each time interval. This data point

contains the min, max, average, standard deviation and

median values for every attribute present in the dataset.

For the Luftdaten use case, these attributes are P1 con-

centration of fine particulate matter, temperature, pre-

cipitation, humidity, wind speed and wind direction.

External data sources that depend on neither location

nor time, such as public holidays (e.g., New Year’s Eve)

or the number of roads, are stored in a separate data

frame to reduce data redundancy.

3.3 Analysis

Fig. 3 shows the overall architecture of the analysis

component that incorporates outlier detection and ex-

planation, time series analysis, and user-defined ques-

tions. The main purpose of this component is to au-

tomatically detect deviating patterns that differentiate

data points with high concentration of fine particulate

matter from normal readings, and propose an explana-

tion based on highly correlated descriptive features.

Outlier explanation is the most important part of

this component. First, the dataset is labeled (inlier/outlier)

by using our implementation of the Stream MAD (Me-

dian Absolute Deviation) algorithm that enables real-

time stream data processing. The current prototype

8 https://www.watterott.com/media/files_public/

reiknvyoc/SDS011.pdf

processes CSV (comma separated value) files yet sup-

ports data streaming scenarios. The original, batch-

mode version of MAD detects global outliers only. It

is important to find local pollution peaks instead. For

example, a small amount of air pollution that is caused

by the movie festival event. Stream MAD algorithm

uses Min-Max heap to update the median value by

checking every new value in the dataset. After apply-

ing Stream MAD algorithm on our dataset, we use the

Macrobase [1] outlier explanation tool to detect and

“explain” outliers in the enriched feature set based on

the integrated data.

Integrating the data with external data sources en-

ables Macrobase to provide explanations for outliers

with more details (i.e., additional features) available.

The accuracy of Macrobase is as high as the correlation

between the enriched feature set and the air pollution

ratio. By adding external information and increasing

the correlation, we can claim that Macrobase is able to

provide explanations of higher discriminative power.

Evaluation To prove the hypothesis of increased cor-

relation due to information gain, we train an XGBoost

Regression model on the Luftdaten dataset before and

after adding weather data. The experiment shows that

RMSE decreased from 8.41 to 6.83 after adding weather

data. These values correspond to the 18% error loss and,

eventually, higher correlation between features and la-

bels. It is worth noting that the air pollution ratio for

the sensor under evaluation is in the range of 0 and

140. The average difference between the real value of

air pollution and the predicted value is 6.83, which is

acceptable taking into account the 0-to-140 range.

We also apply time series analysis to detect pol-

lution patterns. The analysis considers different time

spans (e.g. days, months, etc.). The detected patterns

of different areas and/or time periods are compared to

each other in order to facilitate the finding of explana-

tions for lower and upper peaks of particulate matter

oncentration.

We built a prototype of the proposed system that

allows us to add external data sources to the Luftdaten

core dataset and integrate them together, to achieve

more discriminative explanation of air pollution. For

this use case, we focus mainly on the Berlin area, using

tabular data with clearly specified foreign keys. We cre-

ate a JSON configuration file that is used to store the

file paths to data sources and underlying foreign keys

for further joins.
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Fig. 4 Correlation between the direction of wind and pollu-
tion levels for the example cluster

Fig. 5 Location of the example cluster and the highway lo-
cated between directions 110 and 120 degrees

4 Findings

Applying the prototype on the core Luftdaten dataset

enriched with external data sources (Berlin area), we

accumulate the following insights.

1. Weather Impact : In general, weather affects air qual-

ity heavily. For instance, higher wind speed leads to

lower levels of air pollution as fine particular matter

will be carried away. Fig. 4 depicts the air pollution

ratio in the example cluster and how it fluctuates

w.r.t. the wind direction. As it is specified in Fig. 4,

higher amount of fine particulate matter is observed

when the wind direction is between 110 and 120 de-

grees. Further analysis of this specific example clus-

ter is visualized in Fig. 5. We observed a highway

that is located within the 110-120 segment and is

likely to be the cause of air pollution.

Also, temperature affects air pollution in the city

heavily. To generalize the weather impact, we de-

tected the pattern on an annual cycle and on multi-

ple sensors, as shown in Fig. 6(a). This annual pat-

tern shows that air pollution is higher during the

winter and our interpretation is that this pattern is

observed due to the household heating systems and

inversion phenomena during [9].

2. Traffic Flows and Public Transportation: Based on

the open street map data, we figured out that most

polluted areas in Berlin are around the Berlin Ring

where people usually park their cars to use public

transportation in order to avoid driving in the re-

stricted environmental zone. Big train stations (cy-

cle line) are located on the Berlin Ring area. The

population density in these stations is very high.

Further, the system outputs that particulate mat-

ter concentration is very high in latitude of 52.556.

A specific latitude without longitude would depict a

horizontal line. Interestingly, the Tegel (TXL, Berlin)

airport is located on this latitude. Tracking airplanes

that fly to/from the airport shows that many air-

planes fly around the city before taking latitude

52.556 for landing. Thus, they cause high pollution

in that area. Comparing the pollution trend between

sensors located in latitude 52.556 and the other sen-

sors is notable. Air pollution is commonly higher in

winter but sensors that are affected by air traffic

show higher amounts of particle concentration dur-

ing the summer and the new year because this time

correlates with high tourist seasons (Fig. 6(b)).

3. Public Events: In general, it can be stated that events

play an important role for air pollution and fine par-

ticulate matter concentration.

Fig. 7 depicts the pollution ratio of the sensor clus-

ter close to the Potsdamer Platz (the location the

Berlin International Film Festival). The first and the

last red points on the Fig. 7 represent the dates of

opening and closing the Berlin International Film

Festival. The curve shows the increased concentra-

tion of fine particulate matter for both days.

The middle red point represents the pollution on

the 14th of February (Valentine’s day), with multi-

ple peaks of sudden pollution increase that are ob-

served for many other public events, such as Easter

holidays or the New Year’s Eve.

Hamburg : Another question we addressed is whether

the introduction of diesel bans for vehicles that use

diesel engines may negatively affect air quality. We did

this analysis for Hamburg, a city that has the blue zone

since June 2018 for two roads (Max-Brauer-Allee and

Stresemannstrae)9. Both roads handle the main traffic

in Hamburg and are thus known for high pollution val-

ues. We grouped the sensors that are close to this area,

and derived the mean values of the P1 concentration for

two time periods - June 2017 to Jan 2018 (no diesel

ban), and June 2018 to Jan 2019 (with diesel ban).

9 https://www.umwelt-plakette.de/de/

info-zur-deutschen-umwelt-plakette/

umweltzonen-in-deutschland/deutsche-umweltzonen
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(a) Common pollution pattern (b) Pollution pattern for sensors located in latitude 52.556

Fig. 6 Comparison of Pollution Patterns

Fig. 7 Pollution trend for February 2019 sensor cluster close
to Potsdamer Platz

The pollution in this area has decreased by 10% (from
19.56 to 17.40), while the overall pollution in Hamburg

for same time period remained constant (20.49 without

and 20.24 with diesel ban). Thus, we concluded that the

introduction of diesel bans reduces the pollution locally

but has no global impact on the entire city. Based on

the aforementioned observations, we suggest the diesel

bans to be applied in areas of higher levels of air pollu-

tion, to reduce it in the most efficient way.

5 Conclusion

In this project, we aimed to provide a general solu-

tion for finding explanation for air pollution, which is

able to be applied to every other city. The system that

we built can work with any other external data sources

that domain expert consider them as informative. As we

mentioned in this paper, our general solution could find

interesting correlation between external sources (e.g. air

traffic, weather, and public events) and particulate mat-

ter concentration as well as helped us to reach to an

insight regarding where to apply driving diesel bans.

We would like to mention that our system is biased

towards the features we integrated. By replacing exter-

nal data, we can see how the explanation changes. The

point to stress is that the prototype detects high cor-

relation between the feature set and target values (fine

particulate matter concentration) yet does not prove

causality.

It is also notable that some of the integrated fea-

tures did not correlate with the target values (e.g., the

number of cross roads), highlighting the importance of

feature engineering for the provided settings.

As for future work, we look for a solution to in-

corporate external data sources for further enrichment

without particular domain knowledge. To this end, in-
stead of using specified external sources, we will use

information on the web, such as web tables, to bring

highly correlated features to the main dataset.
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